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MotivationMotivation
DOALL loops: loops whose iterations can DOALL loops: loops whose iterations can 
execute in parallelexecute in parallel

New abstraction neededNew abstraction needed
Abstraction used in data flow analysis is inadequateAbstraction used in data flow analysis is inadequate

Information of all instances of a statement is combined Information of all instances of a statement is combined 

for i = 11, 20
a[i] = a[i] + 3
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ExamplesExamples

for i = 11, 20
a[i] = a[i] + 3

Parallel

for i = 11, 20
a[i] = a[i-1] + 3 Parallel?
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ExamplesExamples

for i = 11, 20
a[i] = a[i] + 3

Parallel

for i = 11, 20
a[i] = a[i-1] + 3

for i = 11, 20
a[i] = a[i-10] + 3

Not parallel

Parallel?
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Data Dependence of Scalar Data Dependence of Scalar 
VariablesVariables

True dependenceTrue dependence

AntiAnti--dependence dependence 

a = 
= a

= a
a = 

Output dependenceOutput dependence

Input dependenceInput dependence

a = 
a = 

= a
= a
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Array Accesses in a LoopArray Accesses in a Loop
for i= 2, 5

a[i] = a[i] + 3

a[2]

a[2]

a[3]

a[3]

a[4]

a[4]

a[5]

a[5]

read

write
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Array AntiArray Anti--dependencedependence
for i= 2, 5

a[i-2] = a[i] + 3

a[2]

a[0]

a[3]

a[1]

a[4]

a[2]

a[5]

a[3]

read

write
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Array TrueArray True--dependencedependence
for i= 2, 5

a[i] = a[i-2] + 3

a[0]

a[2]

a[1]

a[3]

a[2]

a[4]

a[3]

a[5]

read

write
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Dynamic Data DependenceDynamic Data Dependence

Let o and oLet o and o’’ be two (dynamic) operationsbe two (dynamic) operations
Data dependence exists from o to oData dependence exists from o to o’’, , iffiff

either o or oeither o or o’’ is a write operationis a write operation
o and oo and o’’ may refer to the same locationmay refer to the same location
o executes before oo executes before o’’
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Static Data DependenceStatic Data Dependence

Let a and aLet a and a’’ be two static array accesses be two static array accesses 
(not necessarily distinct)(not necessarily distinct)
Data dependence exists from a to aData dependence exists from a to a’’, , iffiff

either a or aeither a or a’’ is a write operationis a write operation
There exists a dynamic instance of a (o) and There exists a dynamic instance of a (o) and 
a dynamic instance of aa dynamic instance of a’’ (o(o’’) such that) such that

o and oo and o’’ may refer to the same locationmay refer to the same location
o executes before oo executes before o’’
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Recognizing DOALL LoopsRecognizing DOALL Loops

Find data dependences in loopFind data dependences in loop
Definition: a dependence is loopDefinition: a dependence is loop--carried if carried if 
it crosses an iteration boundaryit crosses an iteration boundary
If there are no loopIf there are no loop--carried dependences carried dependences 
then loop is parallelizablethen loop is parallelizable
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Compute DependenceCompute Dependence

There is a dependence between There is a dependence between a[ia[i] and ] and 
a[ia[i--2] if 2] if 

There exist two iterations There exist two iterations iirr and iand iw w within the within the 
loop bounds such that iterations loop bounds such that iterations iirr and iand iw w read read 
and write the same array element, and write the same array element, 
respectivelyrespectively
There exist There exist iirr, i, iw w , 2 , 2 ≤≤ iirr,, iiw w ≤≤ 5, 5, iirr = i= iw w --2 2 

for i= 2, 5
a[i-2] = a[i] + 3
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Compute DependenceCompute Dependence

There is a dependence between a[iThere is a dependence between a[i--2] and 2] and 
a[ia[i--2] if 2] if 

There exist two iterations iThere exist two iterations iv v and iand iw w within the within the 
loop bounds such that iterations iloop bounds such that iterations iv v and iand iww write write 
the same array element, respectivelythe same array element, respectively
There exist iThere exist ivv, i, iw w , 2 , 2 ≤≤ iiv v , i, iw w ≤≤ 5, 5, iiv v --2= i2= iw w --2 2 

for i= 2, 5
a[i-2] = a[i] + 3
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ParallelizationParallelization

Is there a loopIs there a loop--carried dependence carried dependence 
between between a[ia[i] and a[i] and a[i--2]?2]?
Is there a loopIs there a loop--carried dependence carried dependence 
between a[ibetween a[i--2] and a[i2] and a[i--2]? 2]? 

for i= 2, 5
a[i-2] = a[i] + 3
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Nested LoopsNested Loops
Which Which loop(sloop(s) are parallel? ) are parallel? 

for i1 = 0, 5
for i2 = 0, 3

a[i1,i2] = a[i1-2,i2-1] + 3
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Iteration SpaceIteration Space
An abstraction for An abstraction for 
loops loops 

Iteration is Iteration is 
represented as represented as 
coordinates in coordinates in 
iteration space. iteration space. 

for i1 = 0, 5
for i2 = 0, 3

a[i1,i2] =  3

i1

i2
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Execution OrderExecution Order
Sequential execution Sequential execution 
order of iterations: order of iterations: 
Lexicographic order [0,0], Lexicographic order [0,0], 
[0,1], [0,1], ……[0,3], [1,0], [1,1], [0,3], [1,0], [1,1], 
……[1,3], [2,0][1,3], [2,0]……
Let I = (iLet I = (i11,i,i22,,…… iinn).  I is ).  I is 
lexicographically less lexicographically less 
than Ithan I’’, I<I, I<I’’, , iffiff there exists there exists 
k such that  (ik such that  (i11,,…… iikk--11) = ) = 
(i(i’’11,,…… ii’’kk--11) and ) and iikk < < ii’’kk i1

i2
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Parallelism for Nested LoopsParallelism for Nested Loops

Is there a data dependence between Is there a data dependence between 
a[i1,i2] and a[i1a[i1,i2] and a[i1--2,i22,i2--1]?1]?

There exist i1There exist i1rr, i2, i2rr, i1, i1ww,, i2i2ww, such that, such that
0 0 ≤≤ i1i1rr,, i1i1w w ≤≤ 5, 5, 
0 0 ≤≤ i2i2rr,, i2i2w w ≤≤ 3, 3, 
i1i1r r -- 2 = i12 = i1ww

i2i2r r -- 1 = i21 = i2w w 
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LoopLoop--carried Dependencecarried Dependence
If there are no loopIf there are no loop--carried dependences, carried dependences, 
then loop is parallelizable.then loop is parallelizable.
Dependence carried by outer loop:Dependence carried by outer loop:

i1i1r r ≠≠ i1i1ww

Dependence carried by inner loop:Dependence carried by inner loop:
i1i1r r == i1i1ww
i2i2r r ≠≠ i2i2ww

This can naturally be extended to This can naturally be extended to 
dependence carried by loop level dependence carried by loop level k.k.
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Nested LoopsNested Loops
Which loop carries Which loop carries 
the dependence? the dependence? 

for i1 = 0, 5
for i2 = 0, 3

a[i1,i2] = a[i1-2,i2-1] + 3

i1

i2
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Solving Data Dependence Solving Data Dependence 
ProblemsProblems

Memory disambiguation is unMemory disambiguation is un--decidable at decidable at 
compilecompile--time.time.

read(n)
for i = 0, 3

a[i] = a[n] + 3
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Domain of Data Dependence Domain of Data Dependence 
AnalysisAnalysis

Only use loop bounds and array indices Only use loop bounds and array indices 
which are integer linear functions of which are integer linear functions of 
variables. variables. 

for i1 = 1, n
for i2 = 2*i1, 100

a[i1+2*i2+3][4*i1+2*i2][i1*i1] = …
… = a[1][2*i1+1][i2] + 3
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EquationsEquations
There is a data dependence, ifThere is a data dependence, if

There exist i1There exist i1rr, i2, i2rr, i1, i1ww,, i2i2ww, such that, such that
0 0 ≤≤ i1i1rr,, i1i1w w ≤≤ n, 2*i1n, 2*i1rr ≤≤ i2i2r r ≤≤ 100, 2*i1100, 2*i1ww ≤≤ i2i2w w ≤≤ 100, 100, 
i1i1w w + 2*i2+ 2*i2w w +3 = 1, 4*i1+3 = 1, 4*i1ww + 2*i2+ 2*i2w w = 2*i1= 2*i1r r + 1+ 1

Note: ignoring nonNote: ignoring non--affine relationsaffine relations

for i1 = 1, n
for i2 = 2*i1, 100

a[i1+2*i2+3][4*i1+2*i2][i1*i1] = …
… = a[1][2*i1+1][i2] + 3
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SolutionsSolutions
There is a data dependence, ifThere is a data dependence, if

There exist i1There exist i1rr, i2, i2rr, i1, i1ww,, i2i2ww, such that, such that
0 0 ≤≤ i1i1rr,, i1i1w w ≤≤ n, 2*i1n, 2*i1ww ≤≤ i2i2w w ≤≤ 100, 2*i1100, 2*i1ww ≤≤ i2i2w w ≤≤ 100, 100, 
i1i1w w + 2*i2+ 2*i2w w +3 = 1, 4*i1+3 = 1, 4*i1ww + 2*i2+ 2*i2w w -- 1 = i11 = i1r r + 1+ 1

No solution No solution →→ No data dependenceNo data dependence
Solution Solution →→ there may be a dependencethere may be a dependence
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Form of Data Dependence Form of Data Dependence 
AnalysisAnalysis

Data dependence problems originally Data dependence problems originally 
contains equalities and equalitiescontains equalities and equalities
Eliminate inequalities in the problem Eliminate inequalities in the problem 
statement:statement:

Replace a Replace a ≠≠ b with two subb with two sub--problems: a>b or problems: a>b or 
a<ba<b
We get We get 

2211 ,,int biAbiAi
vvvvv

=≤∃
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Form of Data Dependence Form of Data Dependence 
AnalysisAnalysis

Eliminate equalities in the problem Eliminate equalities in the problem 
statement:statement:

Replace a =b with two subReplace a =b with two sub--problems: problems: aa≤≤bb
and and bb≤≤aa
We getWe get

Integer programming is NPInteger programming is NP--complete, i.e. complete, i.e. 
ExpensiveExpensive

biAi
vvv

≤∃ ,int
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Techniques: Inexact TestsTechniques: Inexact Tests
Examples: GCD test, Examples: GCD test, BanerjeeBanerjee’’ss testtest
2 outcomes2 outcomes

No No →→ no dependenceno dependence
DonDon’’t know t know →→ assume there is a solution assume there is a solution →→
dependencedependence

Extra data dependence constraintsExtra data dependence constraints
Sacrifice parallelism for compiler Sacrifice parallelism for compiler 
efficiencyefficiency
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GCD TestGCD Test
Is there any dependence?Is there any dependence?

Solve a linear Diophantine equationSolve a linear Diophantine equation
2*2*iiww = 2*= 2*iirr + 1+ 1

for i = 1, 100
a[2*i] = …
… = a[2*i+1] + 3
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GCDGCD

The The greatest common divisorgreatest common divisor (GCD) of (GCD) of 
integers integers aa11, a, a22, , ……, a, ann, denoted gcd(, denoted gcd(aa11, a, a22, , 
……, a, ann), is the largest integer that evenly ), is the largest integer that evenly 
divides all these integers. divides all these integers. 
Theorem: The linear Diophantine equationTheorem: The linear Diophantine equation

has an integer solution has an integer solution xx11, x, x22, , ……, , xxnn iffiff
gcd(gcd(aa11, a, a22, , ……, a, ann) divides ) divides cc

cxaxaxa nn =+++ ...2211
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ExamplesExamples

Example 1: gcd(2,Example 1: gcd(2,--2) = 2. No solutions2) = 2. No solutions

Example 2: gcd(24,36,54) = 6. Many Example 2: gcd(24,36,54) = 6. Many 
solutionssolutions

122 21 =− xx

30543624 =++ zyx
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Multiple EqualitiesMultiple Equalities

Equation 1: gcd(1,Equation 1: gcd(1,--2,1) = 1. Many 2,1) = 1. Many 
solutionssolutions
Equation 2: gcd(3,2,1) = 1. Many solutionsEquation 2: gcd(3,2,1) = 1. Many solutions
Is there any solution satisfying both Is there any solution satisfying both 
equations?equations?

523
02
=++
=+−
zyx
zyx
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The Euclidean AlgorithmThe Euclidean Algorithm
Assume a and b are positive integers, and Assume a and b are positive integers, and 
a > b.a > b.
Let c be the remainder of a/b. Let c be the remainder of a/b. 

If c=0, then If c=0, then gcd(a,bgcd(a,b) = b. ) = b. 
Otherwise, Otherwise, gcd(a,bgcd(a,b) = ) = gcd(b,cgcd(b,c).).

gcd(gcd(aa11, a, a22, , ……, a, ann) = gcd(gcd() = gcd(gcd(aa11, a, a22), a), a33 ……, , 
aann) ) 
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Exact AnalysisExact Analysis
Most memory Most memory disambiguationsdisambiguations are simple are simple 
integer programs.integer programs.
Approach: Solve exactly Approach: Solve exactly –– yes, or no yes, or no 
solutionsolution

Solve exactly with FourierSolve exactly with Fourier--MotzkinMotzkin + branch + branch 
and boundand bound
Omega package from University of MarylandOmega package from University of Maryland
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Incremental AnalysisIncremental Analysis
Use a series of simple tests to solve Use a series of simple tests to solve 
simple programs (based on properties of simple programs (based on properties of 
inequalities rather than array access inequalities rather than array access 
patterns)patterns)
Solve exactly with FourierSolve exactly with Fourier--MotzkinMotzkin + + 
branch and boundbranch and bound
MemoizationMemoization

Many identical integer programs solved for Many identical integer programs solved for 
each programeach program
Save the results so it need not be recomputedSave the results so it need not be recomputed
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State of the ArtState of the Art
Multiprocessors need large outer parallel Multiprocessors need large outer parallel 
loopsloops
Many interMany inter--procedural optimizations are procedural optimizations are 
neededneeded

InterproceduralInterprocedural scalar optimizationsscalar optimizations
DependenceDependence
PrivatizationPrivatization
Reduction recognitionReduction recognition

InterproceduralInterprocedural array analysisarray analysis
Array section analysisArray section analysis
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SummarySummary

DOALL loopsDOALL loops
Iteration SpaceIteration Space
Data dependence analysisData dependence analysis


