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Abstract -

A model of cognitive information processing has been constructed

on the basis of a protocol gathered from a child taking an object

association test. The basic elements of the model are a graph-like data

base and strategy. The data base contains facts that relate objects in

the experiment. The graph distance that separates two objects in the data

base is the measure of how well a relation is known. The strategy used in

searching for facts that relate two objects is sequential in nature.

The model has been programmed for cwputer testing in the LISP

programming language. The responses of the computer model and the origina

subject are compared. To aid in the model evaluation a revised test was

defined and administered to two children. The results were modeled and

the correspondence of model and subject performance is discussed.
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1. Introduction

In this paper we describe a computer model of human cognitive proce88e80

The subjects are children from five to six years of age. A portion of the

Illinois Test of Psycholinguistic Abilities [6] has been administered and

protocols gathered. In the'basic test, the child is shown pictures of

objects. One object is designated as the key object and the child is asked

to point to the object in the remaining group that'he feel is best "related"

to the key. A sequence of these trials constitutes the basic eqerimatb

Prom the,protocol,  a model of the type of information processing believed

to be used by the child has been constructed. This model has been progrmed

in the LISP progrming language [7]. It is possible to test the effectiveness

of-the model by.presenting it with the test objects and observing which

objects it selects as being most closely related. Subject and model performance

are compared and the model modified until agreement is obtained. The basic

elements of the model are the data base and the strategy. The data base

reflects what the model or child knows about the objects in the test sequence.

The strategy dictates how the data base is to be eMned to determine the

appropriate related pairs0

In spirit this work is related to the work of Abelson and Colby [l&l.

We differ in that we examine the behavior of children where they have

concentrated on adults, Cur hope is that the phenormena are simpler and

hence more susceptable to modeling. We would like to establish one point



on a development scale of cognitive processing; in this area, we look to

the work of Piaget and Bruner [5,2,3]. Bruner's work has been important in

showing the value of finding strategies that people use in performing various

tasks. Piaget has written extensively on the development of our information

processing abilities. We will attempt to place the abilities that we have

detected in perspective with those he proposes. Cur techniques for

gathering protocols and for protocol analysis have been aided by the work

of Newell at Carnegie Mellon University [8].

The goal of the research is to create a model of the performance of

one particular individual. We are not interested in whether the responses

are correct but rather in why they were made. Nor are we interested in

constructing the best possible model for determining relations among objects.

This is a basic difference between this research and that directed at

producing computer programs to play chess. Chess playing programs are

generally written to play the best possible game by whatever means available.

Strategies and data bases are colIltnon to both types of study.

A difficulty in the evaluation of models such as we propose .is the

determination of whether the model actually reflects-the human behavior.

This is often referred to as the verification problem. We have approached

this problem by constructing a second series of tests based on the objects

present in the original series. In the second series,-  the objects are

rearranged so as to elicit different responses from the model given the

strategy derived to explain the performance on the first test series.

Human subjects are then tested with the revised sequence to see if they
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also give different responses. This provides a check on the model and

how well it explains behavior.

In the next section, we describe the test sequence used in constructing

the model. We also describe how the tests were modified for the verification

experiments. This is followed by a discussion of the model including a

description of the types of relations that may be represented,' how the

model "learns", how the model "recognizes" objects, and the basic strategy

that is used to determine which pair of objects is most closely related.

The learning and object recognition behavior of the model are not intended

to correspond in detail to human behavior. These processes play very

important roles, particularly object recognition since we assume that the

objects are recognized before any attempt to relate them is made, The

protocols obtained from the child and from the model are compared and

evaluated and the results of the verifications experiments are also

discussed. We conclude with a discussion of the findings and some suggestions

for possible extensions to this work.
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2. Test Description

The Illinois Test of Psycholinguistic Abilities is a battery of tests

designed to give a measure of the language proficiency of children between

the ages of 2 l/2 and 9 l/2 years of age. We have selected a particular

portion of the test for study, namely that designed to measure the visual-

motor association ability of the child. The child is shown pictures of

familiar objects such as "c&r", "ball", "man", etCiQ A ty@d. trial has

the objects "shoe", "sock", and "ball", The shoe is designated as the key

object and the child is asked to point to either the sock or the ball as

being most closely related to the shoe. A copy of the test pictures for

this example is given in Figure 1. The key object (shoe) is placed on the

- right side of the page separated from the possible choices by a vertical

line0 In this paper we will describe such a trial using the form:

relate (a-shoe (a-sock a-ball))

The hyphenation is used since "a-ball" will represent a distinct object

in Our model.

The-authors of the test claim that it is constructed to minimize the

encoding problems present  in recognizing  ObjeCtAL Once a m&ch is obtained

the decoding process is minimized by allowing the subject to point to the

response. The complete tes-t; consists of about twenty trials. The responses

are graded  and scored according to results obtained by testing 1000 normal

children. We art; not interested in the scoring of the experiment; thus





we omit any discussion of how well the child or model does. Our findings

on the actual performance of children taking the test cast doubt as to whether

the test really serves the function it was intended to serve. This

matter will be treated further in the discussion of the main subject protocol,

For the purposes of our study, the administration of the test has been

modified slightly. When the pictures are shown to the child he is asked

to identify each object. This provides a check that the objects are

recognized as intended. When the child has made his choice of a pair of

objects, he is then asked why he made that choice, His response to this

question provides the basis on which insight as to the information processing

performed is obtained.

Since we are interested in studying the behavior of a particular

inUvidua1, we have not gathered data on large numbers of subjects.

Our feeling is that it is better to make a detailed analysis of the

performance of a single individual than to gather volumes of statistics

on how groups respond to the test. The test was administered by an experimenter

who was seated facing the child with the pictures displayed on a table between

them. The sessions were recorded either by a human recorder or on tape and

then transcribed for analysis.

The first time the test was administered to a child it was apparent

that two different types of information processing were being used. In the

first and most elementary, the subject would pick items as being related

simply on the basis of important visual characteristics of the objects.



Thus for example, "a-drum" and "a-tunafish-can"  would be said to be related

because "a-drum looks like a-tunafish-can". The second type of response

was apparently higher level. Here the choice was justified by facts that

showed a knowledge of what the objects were and how they were used, For

example, “a-lamp” and "an-end-table" are related because "you put a-lamp on

an-endtable". Since the second type of association seemed to be of a more

"cognitive" nature and since it was more independent of the perceptual

processes, it was decided to attempt to model only responses in this

category. One further difficulty was encountered with the test. In many
&

cases the subject did not recognize the objects that were to be related.

This contradicted the original assumptions upon which the test was constructed.

The difficulty here is in providing a suitable picture that will evoke the

proper object recognition. Sometimes the objects were not recognized even

when the subject was given the object name (a life preserver such as found-

on a ship was not known to the subject).

These difficulties led to the selection of a subset of the trials in

the test. The model was constructed from this subset. In Appendix A we

give the ten trials used along with the protocol obtained from the child for

these trials.

verification testing

When satisfactory model performance was achieved on the'test sequence,

it was suggested that the trials be revised in order to attempt to verify

that the model actually did reflect the information processing that the

7



child had Used. ' A new test sequence was defined that included trials from

the first sequence with some additions. The original subject used in the

first trial sequence was no longer available for testing, so two new

subjects were obtained. The first was female, age 5 years; the second,

male, age 6 years. . Detailed discussion of the resuJts of the verification

testing will be given after we have defined the model and compared its

performance with the first protocol obtained, The general approach in

making verification trials was to substitute a new object in one of the

old trials and then to observe subject and model performance,. The model,

Using its Strategy, might now prefer that the new object be paired with the

key. If the model is correct then the subject should also make the same

choice. In effect we are introducing a form of differential testing in

- which we ask the subject and model to make finer and finer distinctions

among the trial objects. Note that since we are now dealing with three

subjects we in effect have three different models, one for each subject,

This makes evaluation more difficult since each model (subject) will in

general have slightly differentdata bases and possibly strategies. It

has the advantage of providing additional model construction and evaluation

qp?tmiti&Q

In Figure 2, the twelve trials that made up the verification test

sequence are given. For this test sequence, new object pictures were

used since we felt that in s- cases the pictures in the original test

were difficult to identify. Each picture was placed on a small card and

the cards were placed on a table between the subject and the e,qerimenterQ

The key object was separated from the possible choices as in the first

sequence.
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Verification Test Sequence

1. relate (a-shoe (a-sock a-ball))

2. relate (a-shoe (a-sock a-foot))

3. relate (a-hand (a-stove a-glove a-star a-flower))

4. relate (a-spoon (a-cup a-car))

5* relate (a-spoon (a-cup a-knife))

6. relate (a-hammer (a-screwdriver a-nail a-pin))

7* relate (a-girl (a-chair a-couch a-mother))

8. relate (a-window (a-clock a-button the-sun))

9. (female subject)

relate (a-window (a-clock a-house the-sun))
-

9. (male subject)

relate (a-window (a-house a-button the-sun))

10. relate (a-bottle (a-book some-blocks a-box))

11. relate (a-truck (a-horse a-giraffe a-zebra a-cow))

12. relate (a-truck (a-horse a-man a-zebra a-cow))

Figure2



3. Model Description

The major elements of the model are the data base and the strategy

invoked to relate objects. In addition there are components for the

input of facts into the data base (learning) and for recognizing objects

when presented with a list of object characteristics such as round, metallic,

etc..

the data base

The data

small portion

memory. WlY
-

base for these experiments is intended to reflect only a

of the information that the child being modeled has in his

relations between objects are represented and it is assumed

that each object is distinct and for the purposes of the test unarabiguous.

Thus the object "ball" refers to the round, spherical object that bounces

rather than the party at the country club on Saturday night. In cases where

the label associated with an object has multiple meanings, we distinguish

them

This

by adding a number suffix to the label obtaining "balW, "ba112", etc..

solution has been used before by Quillian [g].

The data base is a graph-or netlike structure with the objects

corresponding to the nodes and the relations between objects represented

by the links. The links are of several different types and correspond

closely to certain simple sentence types. The links may be thought of as

having different colors to represent the type of link. This is a rather

visual interpretation of how information is represented in the model, In a

human there are many more mechanisms at work for the human data base has a

10



dynamic nature that can be affected by many factors that are poorly

understood. The model is intended to correspond to the subject's

knowledge of the test objects at one short period in time, when the test

was administered.

link types

The link types in the data base correspond to simple sentence

. types. The link types are:

a. active

form: (object verb object)'

example: (a-bat hit a-ball)

b. passive

form: (object IS verb BY object)

- example: (a-ball is hit by a-bat)

C. predicate7

form: (object IS verb preposition object)

e-k: (a-ball is caught with a-glove)

d. predicate2

form: (object 33 SOMETHING object IS verb preposition)

example: (a-glove is something a-ball is caught with)

e. instance

form: (object IS (HAS) object)

examples: (a-ball is round)

(a-glove has five-fingers)
1. Sentences will be enclosed in parentheses since this is the notation

used in the model.

1. 1



f. quality

form: (SOMETHING THAT IS (HAS)20bject IS object) '

exasaples: (something that is round is a-ball)

(something that has five-fingers is a-glove)

Each object in the data base may be connected to other objects

by means of links of the above six types. The links are created in

pairs SO that for every active link there is a corresponding passive

link, for every predicate1 link there is a predicate2 link, and for

every instance link there is a quality link. All information in the

data base is represented in terms of these six links or sentence types,

The link types separate into two classes, the instance and quality

links are known as vertical links while the other link types are known

as horizontal links. The vertical links will be used in-the object

recognition process and the horizontal links will be most important

in relating objects. This distinction is very usef'ul in reducing the

size of the data base for search when attempting to relate objects and

also to recognize objects. The distinction between horizontal and

vertical links has been made before by Abelson [l]. He did not use'

-

this distinction as a search heuristic however.

-.- --_

2. The verb "has" is used here in the sense of "has as an attribute".
Raphael [lOI notes that there is another sense of "has" that of
ownership as in "He has a bicycle.". This sense of the word is
represented by horizontal links in the data base.



The size of the data base is an important factor in any experiment such

as this. The original test sequence involved about fifty distinct objects.

For each of these objects roughly ten links to other objects were defined

in the "1earning"'phase.  This resulted in the introduction of additional

objects and links, We do not claim to represent all the child knew about

the objects, but we do hope that we have represented those facts that are

in some sense "closest" to his consciousness and that were a factor in the

relational process.

learning

In order for the model to be able to perform its basic function  of

associating related objects, facts regarding the objects in the experiment

must be learned by the model. In the learning phase, facts are supplied in
-

the form of the simple sentence types that correspond to links in the data

base. The allowable input formats are sentence types active, predicatel,

and instance. The inputs are processed by a LISP function called LEARN,

Each sentence results in appropriate links being generated by the program.

An instance sentence type results in both an instance link and a quality

link being generated. Thus (a-ball is round) generates an instance link

from "round" to "a-ball" and a quality link pointing from "a-ball" to

"round". An active sentence type has the form (object verb object).

This sentence results in four links being generated. They are an active

link from the subject object pointing to the predicate object, a passive

link pointing from the predicate object to the subject object, a quality

link from the predicate object pointing to the verb, and an instance link



fram the verb to the predicate object of the sentence, That is, the

sentence (a-bat hit a-ball) results in an active link f'rm "a-bat" to

"a-ball" t a passive link from "a-ball" to "a-ba;t", an instance link from

"hit" to "a-ball", and a quality link from "a-ball" to "hit", A predicate1

sentence type also results in four links being generated. This sentence

type has the form (object IS verb preposition object). The subject object

I and the predicate object receive appropriate predicate1 and predicate2 links,

The “object  IS verb" portion of the sentence is treated as an instance

sentence and the appropriate links are generated, The sentehce (a-ball

is cau&t with a-glove) results in a predicate1 link from "a-ball" to

"a-glove", a predicate2 link from "a-glove" to "a-ball", an instance li&

from "caught" to "a-ball", and a quality link from "a-ball" to "caught".-

AS implemented in LISP, each object is treated as a L;TSP atom, The

links to other atoms are stored on the property list of the atom,

object recognition

The recognition of the test objects has been modeled in the following

manner. Each object is perceived as a list of lists of characteristics of

the object. For eqle the object "a-balL" might be perceived as ((round red)

(made-of-rubber)). The sublists are ordered in the order that the characteristics

are assumed to be noted, The translation of object to characteristic list

is done by lookup in a list with the name OBJECT-CHARACTERISTICS. The

characteristics used in recognizing objects are given in Appendix B,

No attempt ismade to model the perceptual processes that determine the

characteristics such as mund, The recognition process is performed by a

14



LISP function called RECOGNIZE. This function takes each sublist of

characteristics and forms a list of the objects in the model that have

those characteristics. If there are multiple objects with the perceived

characteristics, the program processes the remaining sublists until a

distinct object is found. The model then gives the response (THAT IS object),

If there are no objects in the data base with the noted characteristics, the

model will respond (DO NOT KNOW WHAT THAT IS). If all characteristics are

processed and there are multiple objects found, the model responds (1 THINK

TH&T'IS EITHER object OR object OR . . . ).

Only the instance links in the data base are used in the recognition

process, This greatly restricts the amount of data that must be emned

and makes object recognition an efficient procedure.

association strategy

The association strategy in combination with the content of the data

base provide the basis for the association of objects in the experimental

trials. The strategy used is quite simple and has a sequential nature.

The idea is that certain facts are better known than others; the data base

is examined to find the fact that best relates one pair of objects, The

types of structures searched -for were determined by an examination of the.

first subject protocol. How well a particular fact is known is reflected

in this model by the form in which the information is represented in the

data base. If a fact is well known it is represented by a single sentence

link, for example (a-bat hit a-ball). If a fact is not so well known, it

may be reached by searching through several links via intermediate objects.



For example, the fact that (a-truck carry a-horse) might be represented

in the data base by two links, a vertical link (a-horse is an-animal)

and a horizontal link (a-truck carry an-animal), If the subject also knows

that (a-man drive a-truck) and this was stored as a direct link, then we

would say that this fact is "better" known than the fact that (a-truck

carry a-horse). Thus, we use the structure of the data base to reflect how

well facts are known, An alternative would be to assign weights to the

facts and select the fact with the highest weight. Our objection to this

approach is that we do not know how to assign the weights for facts nor do

we know the factors that affect the weights. We were interested in deter-

mining how well a model that did not make use of weights would perform.

Given the philosophy of representing facts in the data base outlined

above, the strategy to locate the most closely related object pair is

%mply to search the data base for the first path that links a pair of

objects. The active, passive, predicatel, and predicate2 links are

examined, in that order, first for a single link relating the key object

and one of the possible choices, If this search is successful it returns the

first such fact found and does not continue further, If this search fails,

the data base is examined for a pair of facts that relate two objects in the

following manner, First two horizontal facts are sought that have the

two objects as subjects and identical predicates. For example, if rlthe-sunrr

and "a-lamp" are to be related, the fact pattern might be (the-sun give light)

and (a-l- give light). The next search determines if there are two

horizontal facts that have a comon third object between them. For example,

to relate "the-sun" and."a-window'*, the fact pattern w be (the-sun give

16



light) and (light is shine through a-window). If these attempts fail, the

model next looks for a horizontal - vertical fact relationship, That is,

the two objects are related through a comnon  intermediate object that is

reached by an instance link together with any horizontal link. Thus as in

an earlier example, a-truck and a-horse would be related, given the facts

(a-horse is an-animal) and (a-truck carry an-animal). If these attempts

to find a match are unsuccessful, the model announces (SORRY - NOTHING

SEEMS TO GO WITH object).

It is important to note that only particular links in the data base

are emned and that they are examined in a particular order, This reduces

the amount of information that must be processed in each case. Note also

that the model makes no attempt to check on the rrreasons,‘bleness*r of its

response. It is very possible that there is contradictory information
-
present in the data base that was not reached in the search process, This

approach is in keeping with the ideas of Piaget that children at this age

make little or no effort to apply logical processes in their thought [51.

The basic strategy used in relating objects is outlined schematically

in Figure 3 using horizontal lines to denote links of type active,passive,

predicatel,  or predicate2 and vertical links to indicate instance links.

The adequacy of this model will be considered after a discussion of the

results of the test protocols.

implementation

Computer programs to execute the functions of the model just

described have been written in the LISP progrming language [7]. The

‘7



Search Strategy Used for Object Association

2, A----#------->

BI----H---m--, (where predicates 'are identical)

(I is some intermediate object)

4. I
A

I-------------+B (I is some intermediate object)

A

Figure 3

18



program is currently running on the IBM 360/67 computer at Stanford

University. The most important functions in the model are LEARN, which

builds the link structure of the data base; RECOGNIZE, which locates an

object in the data base given a specification of the characteristics of

the object; and RELATE, which given a key object and a list of objects

that are possibly related to it, searches for a related pair using the

strategy just discussed. To aid in the development of the program, an

additional function TELLABOUT was written. This function provides an

output listing of all links in the data base for a specified list of

objects. A complete listing of the program is given in Appendix C.

~ In a typical run, the program is defined and then the facts are

input to form the data base. Approximately 300 facts relating the fifty

- trial objects are usually processed. The characteristics that are used

to recognize each object are specified next. The trials are then given

in the form illustrated by RELATE (A-BAT (A-BALL A-SHOE)). The model

identifies the objects, e.g. (THAT IS A-BALL) and then the related pair

is designated along with the reason for the choice, e.g. (A-BAT GOES BEST

WITH A-BALL BECAUSE (A-RAT HIT A-BALL)). The total running time of the

program is usually about .5 minutes. There is no relation between the

time it takes the model to make an association and the time it takes a

human subject. The model typically takes less than a second to reach

a decision.

19



4, Results

The sentences used to generate the data base for the original test

sequence are given in Appendix D. The modifications to the data base for

the other subjects will be mentioned in the following discussion, We first

give a comparison of the subject and model performance for the original test

sequence. This is follared by the results of the verification testing

including a comparison of subject and model performance for two different

subjects. The original subject was a g$rl, age 5 years. The verification

tests were made with a 5 year old girl and-a 6 year old boy,

original test sequence

Appendix E swnmarizes the subject and model responses to the original

trial sequence.- There is a close correspondence betweenthe model responses

and the subject responses. In trial 10, the responses are different but

this was done purposely to illustrate the effect of leaving one fact

(a-truck carry a-horse) out of the data base. If this fact had been

present, the model response would have been the same reason as given by

the subject. It is interesting that a fixed strategy is able to account

for all the responses given by the subject. The frequent appearance of the

wprd "you" in the subject protocol is a-lso worthy or' mention. This is

characteristic of the responses of a child in the early stages of cognitive

development. One of the problems S-n the design of the data base was how to

account- for the node "you". The word is used ambiguously, sometimes

referring to a genera3 collection of people performing some action and

20



sometimes referring to only a single person, the child himself, Also the

prefix "you" may be attached to almost every fact (you catch a-ball with

a-glove), etc.. This would result in the node "you" having links to

almost every other node in the data base, which is not a particularly

interesting case. For these reasons, the basic sentences for the data

base were given a more abstract structure. The prefix "you" could be

added by a trivial transformation before output to yield an even closer

correspondence between the subject and model responses.

verification test sequences

The problem in asserting that we now have a successful model of the

information processing of the child is that we have used the same protocol

not only for the construction of the model (although this was not done
-
directly) but also for the evaluation of the model. For these reasons,

the verification test sequence was defined (Figure 2). A summary of the

results of administering this sequence to the female subject is given in

Appendix F, The original subject was no longer available for testing and

so could not be used for model verification, However, even if the original

subject had been available there could have been differences in the subject

response3  due to variations in the data base that occurred in the interval

between testing. The modeling of how these variations occur in the data

base is beyond the scope of this experiment, The changes made in the data

base for this subject are given in Figure 4, The results of the test

revealed certain differences between the two subjects, Instead of

responding that (a-glove is worn on a-hand) in trial 3, the response was



Modifications to Data Base (Appendix D)

for Female Subject

add-

(a-shoe warm a-foot)

( (a-mother watch a-girl)

(a-truck carry a-cow)

delete

(a-girl belong-to a-mother)

- (a-nail hit a-hammer)

(a-nail is a-thing)

(the-sun is shine through a-window)

Fig&e4
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(a-hand is warm by a-glove) indicating that this fact had precedence in

the data base of the second subject. In trial 8, the responses of the subject

and model differ. In this case the subject was attracted by the window

sill in the picture of the w&ndow and made the association between clock and

window on the basis of the fact that(a-window  has a-sill)and(a-clock  sits

on a-sill). Note however that when a-house is substituted for a-button as

in trial 9,that the subject and the model now both feel that the window and

the house are more closely related than their previous choices. In both

cases this is due to the presence of the fact (a-window is part of a-house)

that is encountered by the search strategy-before the indirect reference,

given in trial 8. The search strategy also accounts for the selection of

shoe-foot in trial 2 instead of shoe-sock as in trial 1 and the selection

of spoon-knife in trial 5 versus spoon-cup in trial 4. In trial 6, the subject

-in the verification test gave a different response than the subject in the

original test. This is accounted for by the absence of the fact (a-hmer

hit a-nail) in the data base of the second subject. Since this fact is

absent&he search continues with the result noted in the response, The

only difficulties detected in the correspondence of the model and subject

perfomaance appear in trial 10 and in the last two trials 11 and 12, In

trial 10, the subject gave a string of irrelevant facts in relating the

objects. The model is not capable of this type of behavior but could

perhaps do this in some random fashion. In trial 11, the model's reason for

associating cow-truck is that the data base contains the fact (a-truck

carry &ow). In trial 12, the reason is (a-man drive a-truck). Unfortunately

both these facts are of the type looked for first in the search strategy.
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Since the model picks the first possible response it can find, there is no

reason to prefer one fact over the other, The correspondence of the

responses in trial 12 is due to the order in which the facts were encountered,,

This suggests that there needs to be a ranking of the facts in the horizontal

classes z that the data base has not been properly specified to elicit the

responses. If the result in trial 11 had been derived via the reasoning

(a-cow is a-thing) and (a-truck carry a-thing), i,e, a vertical link in

conjunction with a horizontal link, then the strategy would have yielded

the proper response without resort to weights. However if the data base

also contains the fact (a-horse is a-thing) then there is no reason to prefer

(a-truck carry a-cow) to (a-truck carry a-horse). Difficulties such as these

can be resolved by refining the notion of "a-thing".
-

second verification test

The results of administering the verification test to the male subject

are summarized in Appendix G, Modifications to the original data base

(Appendix D) are given in Figure 5* In this sequence several interesting

phenomena were observed. For the first time a subject felt that both

possible choices could be associated with the key object (trial 2). This

indicates that this subject did not adhere to the premise that the f%rst

possible match be selected without a search for contradictions, Examination

of this case (a-shoe (a-sock a-foot)) reveals that it is hard to find a

basis for the separation of the objects. We feel that in this case, the

subject has two facts both of which are so "close" together in his data

base that they were unavoidably encountered by his search mechanism, In the
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Modifications to Data Base (Appendix D)

for Male Subject

add--

(a-shoe cover a-sock)

(a-shoe cover a-foot)

(a-sock cover a-foot)

(a-mother watch a-girl)

(a-bottle is a-thing2)

delete

(a-bottle is a-thing)

(a-spoon stir a-drink)

(a-girl belong-to a-mother)

(the-sun is shine through a-window)

Figure5
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model, we might explain this phenomenon in the following nanner. We would

modify the search 'strategy slightly so that the model would not search

exhaustively for contradictions but would continue to search through the

remaining items at the particular strategy level it was currently working

on. To illustrate, the first step in the search strategy is to look for a

single fact that relates the key object and one of the possible choices,

e.g. (a-shoe cover a-sock) , We propose that before giving this as the

response, the search process continue until all single horizontal facts

(facts at the same level) have been considered. If additional pairs are

encountered, the model would announce that more than one of the possib41e

choices was suitable, again if the fact (a-shoe cover a-foot) was present

the model would annon;ullce  that shoe-foot and shoe-sock are possibly

related and that it is unable to resolve between them.

- Another phenomenon observed for the first time in this test was the

inability of the subject to relate any of the object pairs (trial 3, 10,

and 11). There are two possible ways to account for this behavior in the

model. The first is by altering the subject strategy by eliminating part

of it, say levels 3 and 4 in Figure 3. The subject would then be unable to

form paths between objects through an intermediate object or to make a path

through a vertical link followed by a horizontal link. These portions

accounted for the responses in the original test sequence, The other

alternative is to selectively restructure the data base so that the required

links are not present to make the relations between the object pairs.

Withoutfurther  testing of the subject there is no way to resolve this

issue. The second approach (modification of the data base) was used

to obtain correspondence between the model performance and the subject

performance.
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In trial 4, the subject response does not correspond to the model response.

In this case, the facts are related but through an intermediate object "food"

as in (a-knife cut food) and (food is eaten with a-spoon). If we reorder

the strategy for this subject to search for the patterns of level 3

(Figure 3) before the patterns of level 4, we would get the response

given by the subject.
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5a Discussion

The results of the verification tests indicate that the data base

and strategy for association of related objects are adequa,fx to explain

the behavior of children in a crude way. The significance of this is not

clear, since this work is really only a beginning in learning how to model

the thought of a child. We emphasize that we are modeling the thought pro-

cesses of a single individual. Thus in the preceding section we were really

discussing three models, one for each-of-the subjects. The similarity

among the subject responses to particular trials is interesting.

A sequential strategy was employed in the search for related object pairs.

This does not imply that no parallel processing is done but rather that

parallel processing does not appear to he necessary to explain the behavior

observed in the subjects.

There is a close interaction between the strategy and the data base

portions of the model. It is our feeling that the data base should be

structured so that the relevant information can be located quickly and

easily. This has been done in our model by using the measure of graph distance

as an indication of how well a particular fact is known. The search for the

correct response is then reduced to locating the pair of objects with the

shortest path between them. This searching is always breadth first rather

than depth first. In fact, the search never goes deeper than a distance of

two links in the graph. This is no doubt a simplification that was adequate

in this case because of the limited scope of this experiment. We do feel

that limited depth searches are of value however,

28



Piaget's views on cognitive development are well sumxnarized  by Flavell f5].

In the particular age period that we have studied, Piaget discusses two different

types of cognitive activity. In the first, known as syncretisrs, the thought

of the child is dominated by environmental properties that attract him, The

child fails to relate successive impressions in a logical way. This type

of behavior was observed in our first observations of a chtld (not given

here). Tn several cases, the child would make the association based entirely

on a distinguishing characteristic of the objects. This type of behavior

seems to depend heavily on the perceptual processes. The second type of

thought Piaget describes is characterized by a more stable and coherent

approach to problems. He refers to this as the period of concrete operations.

While we have not followed Piaget’s  model in any detail, we do believe that

we are modeling behavior that is characteristic of this level of Pntellectual

development l
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6. Suggestions for Further Study

There are many questions left unanswered and many that have not even

been considered in this study. We mention briefly a few such questions.

Perhaps the least understood portion of the model is the data base.

Even hypothesizing that our structure is correct, we have said nothing

about how it reaches that state and how it continues to evolve, The
.

'assimilation of new, possibly contradictory, data, the effect of the subjectfs

~ environment, the effect of his emotions3 are all unaccounted for. It is

reasonable to assume that there are "backgroundr processes at work in the

~ . mind just as there are in many modern computing systems. It would beI

interesting to determine the nature of this backg-mund processing and to

- reconcile it with models of cognitive processing.

Another study of interest would be to look at children of different

ages and to attempt to create models of the processing techniques used by

each. This would lead to a sequence of models with increasingly sophisticated

abilities. These models would give insight into the development of human

cognitive processes.

If a model is to be truly successful, it must be capable of explaining

not only normal behavior but abnormal behavior as well. For example,

certain children with a language disability known as aphasia have difficulty

in certain word finding situations. They often confuse the names for elbow

with-knee, neck with wrist, and so forth. It would appear that they are

very close to finding the proper response but fail at some final step in

the retrieval of the name. This suggests that a model that fails at the
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last stq in the search and instead of picking the proper response

selects one from a closely related class of objects, might ekhfbit very

similar behavior. Hqpefilly such a model would give insight into the nature

of the aphasic person's problem and possibly a;id in the treatment of his

disability.
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Appendix A

Trial Set and Protocol Used for Model Construction

1. relate (a-shoe (a-sock a-ball))

choice: a-shoe and a-ball

reason: you wear them sometimes

2. relate (a-spoon (a-cup-and-saucer a-car))

choice: a-spoon and a-cup-and-saucer

reason: when you drink, need spoon for sugar

30 relate (a-hand (a-flower a-glove a-star a-stove))

choice: a-hand and a-glove

reason: it's the glove,you sometimes wear

4. relate (a-baby (a-safety-pin a-nail a-paper clip a-straight-pin))

choice: a-baby and a-safety-pin

reason: use for diaper

5. relate (a-hammer (a-straight-pin a-nail a-needle a-knife))

choice: a-hwmner and a-nail

reason:'you  nail something on the wall

6. relate (a-lamp (a-book a-flashlight-battery a-pencil an-endtable))

choice: a-lamp and an-endtable

reason: you put this (a-lamp) on this (an-endtable)

7. relate (a-girl (a-chair a-sofa a-mother a-cigarette))

choice: a-girl and a-mother

reason: a-girl has a-mother
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8. relate (a-window (a-clock a-button the-sun a-penny))

choice: a-window and the-sun

reason: the-sun is outdoors

Y* relate (a-jar (a-book some-blocks a-brick a-box))

choice: a-jar and a-box

reason: it (jar) is a-box like this (box). you put things in this

(jar) and you put things in this (box).

10. relate (a-truck (a-cow a-giraffe a-horse a-zebra))

choice: a-truck and a-horse

reason: you carry a-horse in a-truck sometimes
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Appendix B

Characteristics Used for Object Recognition

(fi-SHOE (b-SOLE  L A C E S  M,At)f-UF-LEATHER 1)
fA-SC’CK l FACE-CF-COJTCN  A - T O E  A - H E E L  I 1
(A-HALL  1 R C U N C  MAOE-Ok-KUBt3ER 1)
I A-FOOT ( A - H E E L  TCkS PA)i.T-IjF-THF-R(.~UY) 1
t A - C U P - A N D - S A C C k K  ( A-HAN1,1. F A-f)13tdI.  1 1
( A-SPOtIlk ( A-HANDlE At\f-i.)VI\L-EiiD S I LVERWARE 11
i J - C A R  IWh-rf;ELS  A-ti’lt.lll) ( A - T R U N K ) )
(A-HANC ( F I V E - F  Ii\)C;FPS PAXT-CF-THE-~~~)DY))
(4-fLQ’rrEl;c ( A - S T E M  PkTALS)  1
(A-GLCVE ( F I V E - F I N G E R S  3ACf--C:l)“-CC3TTON)~
( A - S T A R  (P(iI%TSl)
( .l-STQ\/E: ( A - B U R N E R  SOUAPE)  1
4 A-HAHY (hU,vAN SMALL) 1
(.4-SAFETY-PIN ( STRANGE-ENId  STRANGE-EN02  1 )
( A - P A P E R - C L  I  P 1 S T R A N G E - S H A P E 1  1)
( A - N A I L  (LX&G THI& fi-t-&W MADE&-METAL)1
( A-:\IEEDlE  ( A N - E Y E  WAR? 1 1
(~-STRAIGHT-PIN  (SHA&P T H I N  SbfALl))
( A-HAkWLCZ  (A-MEAD%  A - T O O L  A-hANDLE 1 1
( A - K N I F E  (MADE-CF-?wTAL  SILVERkAKE  A - B L A D E  A - H A N D L E )  1
( A-LAMP l FUR/v ITlIKE A-‘SHADL  A - R A S E  11
( AN-FNDTAHL  f (FUKNI TUKE LLGS A - F L A T - S U R F A C E  I)
(A-tiC:CK  ( A - C O V E R  PAGES) 1

- (I\-RATTERY  t C Y L  INOK ICAL EV~hKfAUY-~~~r  TTEN-UN-If) 1
(A-PENCIL (A-POINT L O N G  THIN A N - E R A S E R )  1
(A-G1 RL I b-DRESS  L:)I\.G-hAI ti A-PERSON) )
t A-CTGAHETTC bbF1LTER  CYLIfL’DRICAL  LUNG))
( A-CHAI K i FGUH-LEGS A-St5AT !uCE-OF-WCOD)  1
(4-SOFA f F U R N I T U R E  LARGE)  1

- t A-HWSE (A-WNCOW A-I=;OCK  A+CllH-1 )
(ii-GLASS-BOTTLE  1 MAOE-OF-GLASS  SHAPE4  1)
f A-rQ:THFR  ( A - C R E S S  OLD A-PERSON)  1
(A-hIl’.U0W ( P A N E S  A - F R A M E )  )
t A - C L O C K  (HANdSi?  A - f  A C E  11
(A-UIITTON  ( RdUND HC7LFS 1 1
( THE-SUN (bK IGHT 1 1
(A-Pt&NY (MADE-IIF+4EfAl ‘A-PrCTUKE-QF-LINCCLN-ON-IT))
(b-JAQ (MADk+F-GLASS  POUND  ii-TOP 1)
( A-3LCrCK  (SCUPPE +IACE-Ot -kClC’D PICTURES-OjwTT)  1
(A-F)KICK LHEAVY S(3UARE)  1
( A-qOX  ( A - T O P  A-ROTTOIVI 1)
( A - T R U C K  lWhEELS A-CAH))
(A-ct2h ( A N - U D D E R  AN-ANIPAL i )
(A-GiWWFt (NlL))
(A-7fHRA I A N - A N I M A L  STtwvl 1
(A-HUKSG (AN-A?JIb?AL A - M A N L  HRCwN)  1

(A-MAN  ( TALL d-#KCLOTHES  1 )
(A-130’TTLfr:  (MADE-Cu=-GLASS LIQUID-IN-IT) 1
( A-SCRFbiDR  I  V E R  ( A-TCCL  A-Tt-I I N-END A - H A N D L E  1)
(A-MILKSUTTLE  (+tCOE-OF-GLASS  FILLEO-WITH-MILK)  1
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WWLL Xl N I L )
((ATOM Xl Xl
(I- ( C O N S  KCPY (CAR X)1 (COPY KDR Xl)ll 11)

[LENGTH (LAMRDA (Xl
t CON0

((ATOM Xl 0)
(T (LEN1 X 011

)))

(LEN1  ( L A M B D A  (X Ll
KCNO ((NtJLL  X1 t)

(1 (LEN1  (CUR Xl ( P L U S  L 1111  1))

(CADDDR-  (LAMBDA 1x1
( C A R  KDDDR  Xl) 1)

t CCWDR (LAMBDA (Xl
t CDK KDODR  X 1) ) 1

KADDAR  ( L A M B D A  4x1
(CAR KDDAR  X11 1)

WHDP ILAMWA  (X Y U)
(CON0  ( ( N U L L  Xl flJ N I L ) )-

WXI tC!R Xl Y) KDR Xl)
(T (PROP KDR Xl Y UH 1))

( ti3WEH (LAMHDA (L 1
t CON0

((NULL  L) (QUC1TE  [ALL DONE)))
(T WWGZ  ( L E A R N  (CAR Ll) ( L E A R N E R  KDR L) 1)) 1))

(LEARN  (CAMRDA  ( L I S T )
(PHCGZ ( S E T U P  L I S T )  (LEARN1 LIST)) 1)

t LEARN1  (LAMUDA (LIST)
KIIND (W’tEATEHP (LENGTH  LIST) 3)

(LEARN2  (CAR L I S T )  KADDR  L I S T )  KADOOR LIST)
t C A R  ( WDilOR L I S - T  11 1)

((OR (EO (CADR LIST) IQUOTE I$)) (EQ KADR LIST) ( Q U O T E  HASH)
(LEARN3  (CAR L I S T )  KADK L I S T )  KAODR  LIST)))

(J (LEARIb (CAR L I S T )  KADR L I S T )  KAOOR t$ST’lH 1))

(LEAPti (LAW3DA (LIST)
t COW

( ( N U L L  L I S T )  N’IL)
(T WWG2 WeAMEWA  (A Y ATR)

KCIND ((MEMt3ER  P (GET A ATRI) NILI
(T (DEFLIST ( L I S T  ( L I S T  A  (CONS P  ( G E T  A  ATK))

)I ATR)W
t CAAK LIST) &WAR LIST) KAOOAR L I S T ) )

(LEARNL KOR L I S T ) )  1) 1))
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(PRCX.2 (COfW ((NULL  ( G E T  (CAR LiST) (cXClTE C A T E G O R Y ) ) )
(ATTKIH  ( C A R  LIST) (ClIPpY (OUUTE

(CATEGI:RY T Q U A L I T Y  N I L  INSTAMX  N I L
, PREOA N I L  P K E D P  N I L  PKEDl N I L  PHfD2 NIL)) ,,i

(T N I L ) )  (SETUP  CCOR  LINT,,,,
(T (tKROR (LIST (QUCITE  ( S E T U P  - N O N  ATQd))  ( C A R  LIST))))  11)

(I,tlAPN2 lLAMf?DA  (A I! C  C )
(LEAR&L ( L I S T

(LIST A ( L I S T  (QlXHE IS) R) (ISUOTE  QUALITY))
( L I S T  I3 ( L I S T  A WUOTE IS)) WUCITE I N S T A N C E ) )
(LIST A  ( L I S T  B C ‘CI ((Y’UOTE PREDL))
( L I S T  ,O (LISJ  A U Cl (QUOTE PRED2))  ))))

(LEARN3  (LAlrl’BDA  (A B C)
(LEARN1  (LISP

(LISJ A  ( L I S T  R, C )  (QUQ1’E Q U A L I T Y ) )
* ( L I S T  C  (LIST A B) lQlJOTE I N S T A N C E ) ) )  1))

(lCAhN4  ILAMHDA (A B C )
(LIAKhL  ( L I S T

(LISI A (LIST R C )  WJOTE’PREDA))
( L I S T  C (LIST 8 AI [ Q U O T E  f’fW)P))
( L I S T  C (LIST  (OUUTE  IS)  0) ( Q U O T E  Q U A L I T Y ) )
( L I S T  !3 ( L I S T  C  (GUOTE I S ) )  WIOTE I N S T A N C E ) )

1)))

tTElLn_HI:UJ  (L4MdDA  {LIST)
(CiJl\cD ((NULL  LIST) (QUf1TE  (THAT  I S  A L L  I  KNQCJ)))

11 WWG2 (JELL1  (CAR L I S T ) )  (JELLAHOlJT (CDR LISJ))))  1))

(JELL1 (LAMBDA  (A)
(TELL2  A (PQOP P (OUOTE CATEGI’RY)  (FUNCJIQN KNUIIWNOT)))  ) )

( KNGriNOr ( LAMflnA  (tv I L  1
(APf’~f’W  (QUOTE (I 00 N O T  KNUW AtXlUT))  ( L I S T  A ) )  ) )

(TELL2  (LWBDA (A L I S T )
tCGN0 ((EQ (CAR L I S T )  (QUGTE I)) (PitINT LIST))

(J (JELL3 A (CDR L I S T ) ) )  1))

( T E L L 3  (Lbf’WI4  (A L I S T )
(COND  (INULC L I S T )  NIL)

(J WRGG2  (TELLL, A  ( C A R  L I S T )  (CADH L I S T ) )
(TELL3 A (CODR  l.IST)))) 1))

t TI:LL.G (LAMHOA  (A ATR VALS).
(CONI) ((EQ AT2 WJOTE  QtJALITY))  1TELL4A  VACS))

l (Fizz A J K  (OUOTE I N S T A N C E ) )  (TtLL4B VALS),)
((tQ A T R  0310TE P K E O A ) )  (TELl4C  VAlS))
((FQ AIR (UUOTf P K E D P ) )  (TFLL4D  VALS))
tttC 4TK (QUCITF  PMDl))  (TLAC4E VALSH
((EO hJ& (CULlTE PHED2)) (TtLL4F  VALW)
(T (PRINT  ( L I S T  (OUC:TE  ( S T R A N G E  AJTR&UJf! QF)) A ATR1)) 1))

WAPPRT  (LAMBCP (U FN)
tCfJr\iO  t (NUCL U) N I L )
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(T (PROW WI‘IIIVT (FN A (CAR U))) (MAPPHT  ICOH’U) FN))) 1))

4 TLCL4A  ( LAMHDA  (VALS 1
(MAPPdT V A L S  (fUNCTIUI\,  KESAIJ))

4 TELL46  ( LAMBDA  (VALS  1
( M A P P R T  V4LS ( F U N C T I O N  KESB)))I

(TELL4C  4 L A M B D A  (VALS 1
(MAYPRT  VACS WUNCTIOfv  f?ESCl#l~

(TFLL40  (LAMROA  (VALW
(IYAPPRT V A L S  W - U N C T I O N  RESDH))

I

(TtLL4E ( L A M B D A  (VACS)
( M A P P R T  V A L S  WUNCTI~~N  RESE)) 1)

( TELL4F  t L A M B D A  1 VALS  1
( M A P P R T  V A L S  (FUNCTIUN  RESFH))

(PESA ( L A M B D A  (X Y )  (LISJ X (CAR Yt KADR Y)))I

I RESR (LAMBOA (X Yl ( L I S T  (QWfE S O M E T H I N G )  ( Q U O T E  T H A T ) (CAQR Y) X
( Q U O T E  I S )  (CAR YHH

(RESC (LAPBDA (X Yl (APFEND  (LIST Xl YH1

(RESD (LAMBDA (X,-Y)
( L I S T  X  WUGTE  IS) (CAR Y) ( Q U O T E  HY) (CA-QR VW)

lRESE (LAMRDA (X Yl
(APPEf’iD tLIST X fQUOTE ISIf VI))

lRESF (LAMI?DA  tX Yl
( L I S T  X  ( Q U O T E  I S )  (QUOTE S O M E T H I N G )  (CAR Y) lQlJOTE I S )  (CADR Y)

KAUDR Y))H

(KCCWLIST lLAM8DA  (INLIST OUTLIST 1
(CON0  WWLL INLIST) OUTLIST)

(T (RECOCLIST  KDR INLIST) (CONS ( R E C O G N I Z E  WiARLIST
( C A R  INLIST) O B J E C T - C H A R A C T E R I S T I C S
1 ( Q U O T E  OLIST))  QU’TLIST~)) 1))

(CHAf?LIST  tLAMl3DA  IOBJECT  LIST)
(CON0 <(NULL  LIST) N I L )  -

((EGi O B J E C T  KAUR LIST)) (CD-AR LIST))
(T (CHARLIST  CIUJECT  (CDR LIST)))  1))

(RECUGNIZE (LAM8DA  KLIST  OLISTI
I CDND

((EQUAL  ( L E N G T H  OLIST) I) (PROGZ (PRINT ( A P P E N D  (QUOTE ( T H A T  IS))
(LIST ( C A R  OLIST))))  (CAR  QLISJ~~~

((NULL  CLIST) KCND  ((NULL.  OLIST) tPRQG2 WRINT (QUOTE
.(DO NC)1 K N O W  W H A T  T H A T  191) NIL))

(T tPKQG2 ( P R I N T  (APPEND  ( A P P E N D  ( Q U O T E  (I THINK
THAT  I S  EITHER))  (LI$T  ( C A R  OLISTW  (PRETACK
(QUOTE OR) tCDR OLISTl  NIL))) NIL))))

(T ( R E C O G N I Z E  (CDK CLIST)  WECOG ( C A R  CLISTI OLI$TlH 11)

WtiCOGL  ( L A M B D A  (CHARS OLIST)
(CGND
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(KELATt4  (GET C H O I C E  NW)
1)

(RELATE3A  (LAMf3DA  (ATR)
(RELATE4A  ( G E T  C H O I C E  ATR) ( G E T  OBJ ATR))
1)

( R E L A T E 4  tLAIYE?DA  (VALS)
KONCJ

WWLL VAL,sl, (RELATE2 C H O I C E  tCOK GETLIST)  11
(T (KELATES  (CAR VALS) 1)

)))

(RECATE4A  (LAMROA (VALS  O V A L S )
. (CON0

((NULC  VALS)  (RELATEZA  C H O I C E  (CDR GETLIST)))
(T ( R E L A T E 6  (CAR VALS) OVALS))

1))

( R E L A T E S  tlAN@OA  (VALI
(CONO.

.tW~MBER  Ol3J VAL) ( O U T P U T  ( L I S T  ( R E S U L T - 1  C H O I C E  V A L  ATR))))
bT ( R E L A T E 4  (CDR VALS) 1)

1))

( R E L A T E 6  ( L A M B D A  (VAL O V A )
t CON0

L (MEMBER  VA1 WA) ( O U T P U T  (RESULT2  Ot3J  C H O I C E  V A L  ATR) 1)
(T (KEtATE4A  (CDK VACS) O V A L S ) )

))I

~REUEEP ( L A M B D A  (Gt3 ORJLST1
(CON0

((NULL ORJLST) tl.IYUPL 06 OL1ST)I
(T (RED1 G E T L S T  ( C A R  OHJLST)))

))I

WED1 (LAMSDA (GETLL  M A T C H )
(CONI)

(w~u GETLL  ) (Ramp o f 3  (COR OBJLST) 11
(T (RkIIlA ( C A R  GETLl) ( G E T  M A T C H  ( C A R  GETLLWI

1))

(REDLA (LAMBDA (ATI VALSl)
(CON0

( [ N U L L  VAimSl) tPED1 (CDR GET111 MATCH))
(T (HED2 (GET08 ( C A R  VALSl) AT11 GETLST))

1))

(HtD2 (LAMBDA (OR2 GETL2)
(COW

((NULL GETC2)  (KFDIA AT1 (CDK VALSlB))
(T (RED2A  (CAK GETL2) IGET O H 2  ( C A R  GETL2))))

1))

IREDZA  (LAMWA  ( A T 2  VALS2)
(CCJND

((NULL  VALS2) ( R E D 2  Of32 LCDR  GET12111
((EQ O f 3  (GETOR ( C A R  VALS2) AT211  IREOOUT  06 M A T C H  01ESULTl  M A T C H

(CAH VALSl) AT11  ( R E S U L T - 1  OB2 ( C A R  VALSZ) Al2111
(T (RED2A  A T 2  (COR VALS2)))
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( Ll’UI’L (1 At,?13114  (r:pJ cll5JL SP 1
( (LAi:f!!lA  (ANSI

( 1. C&I)
( ( 4 !.1 L L Ak S 1 ( II f> UP L 2 0 8 J 0 13 J L S T 1 1
(1‘ ANi)

1)
(\JPLI.jr?i(  CHJ Gi3J!5l-)

1) 1

( (NUCL  CbJLST 1 NIL 1
f T IUPLUUi(Z  C3ETlST  (CAR CkJLST) 1)

1 ) I

( (&:1ILL i;ETl) lUPLCt,K Ok?3  (CDR OUJLST  1) 1
(7 (,WWXK3 W!T C!BJ ( C A R  GEJL) 1 (WM?[SHASQ (GET CHQICE

( GlJOl t C!JAt. X T Y  1 1) 1 )
1 1 f

(UPLC;CK3  (LANRIIA  ( O V A  CLIST)
I r, 1; NC;>

( t idCJL.1 (IVAN (UPLCCK2 (CCF.  GETL  1 CH(1  I C E  11
(T (Ut’L13OK4  ( C A R  WA, CLIST))

1 1 1

((P\UCL CH*L. 1 WFlOCK3 (Ccl!? WA) C L  IS-I? 1
((Et4 (GF-fOt~  OV (CAR GETL))  (CAR Ctit)) (OUTPUT  ( L I S T  WESlJLTl  OBJ.

(,‘FPLACE ( C A R  Ct-+-c)  CHC!ICf  llV1 (CAR GETL)))))
t 7” (UPLClCK4  cv tcI;l? CHL)  1)

1))

I C;F’l!l’l.% ( LANPCA f (‘.H\J 13H J L S T  )
f C 13 I\] 0

l I?‘ljIL OI3JLST)  WPLCOKER ‘fl@J (-ILIST))
(I- (iJt’Uf’L3 ~UPLk.lOK  ICAH OBJLST) (LIST Clt3J)) ( F U N C T I O N  lJPUPL2)))

1))

( ( I’iULL ilflJLS1 1 (APPENI) (QUL)TE  ( SilRiiY - NOTHING  S E E M S  T O  G O  WITH)  1
(LIST !!QJ) 1)

(?- (IJPlJPL3 (P4KLCGt(  Ilt+J (CAR Of3JLST)  CX-t-LST) ( F U N C T I O N  Uf’LOOKER,
1 1

1) 1



(1 (PARLWKA  ( PARLKl (GET’ t)f?J (CAK GET1 1 )
(GET CHfd%E  iCAti GETL))  (CAR GFTL))))

I 1)

( PAKLUOKA  ( L A M B D A  ( A N S  1
(CUND

((NULL ANSI (PAKLCCK UHJ CtWICE (CDR GE-T-l)  1)
(T A N S I

)I)

/PARL.KL (LAMODA ( O V A L S  CVALS  ATR1
( c (.! N D

( ( N U L L  O V A L S )  kIL)
(T (PARLKlA  (PAKLK2  ( C A R  O V A L S )  CVALS)))

1))

(PARLKLA  (LAW304  WATChL)
1 CGND

((NULL MATCHL)  (PARLKl  (CDK UV4LS) C V A L S  ATRH
I T  (PARLK3  MATCidL))

11)

I PAKLKZ  (LAMBDA (OVAL CHVALS)
t CGND

( ( N U L L  ChVALS, N I L )
(7‘ ((LAMt!DA  (CKVAL)

WIND
( ( NlJlL C K V A L  1 WAKLK2  O V A L  (CDR CHVALS)  1)
(T C K V A L )

1)
( C H E C K  Q V A L  ( C A R  CHVALS) ATR)

1)
)I)

( P A K L K 3  (LAMRIIA 1 LST 1
( S P L I T  lCAh  LSTI (CAD!c LST) (CADDR LST))
11

( S P L I T  (LAMBDA U/l C l  02)
t (LAMDDA (COMIN  1

(COND
((NULL CCMIN) NlL)
(1 ( O U T P U T  WESULT2 OOJ C H O I C E  ( R E P L A C E  0 1  ( C A R  COMIW Vl)

4TR)))
1 I-
(RE+kiVE &TVB Vl 4fK) tINSECT (ISONLY ( G E T  II1 WUUTE  QUALITY)))

(ISONLY (GE’T  02 ( Q U O T E  Q U A L I T Y ) ) )  NIL))
))I

UJ-IECK  (LAMRDA IL1 L 2  A T )
1 CciND

((EQ A T  (QCIOTE PRkDA))  WiECKl  NIL))
((EG AT ( Q U O T E  PPtXX’))  (CHECKL NIL))
((EQ A T  (QWTE PREDL)) (CHFCK2 NIL))
((EO A T  (QUCTE WED211  ( C H E C K 3  NIL),
(I (PIWGZ  ( P R I N T  ( L I S T  ( Q U O T E  ( C H E C K  Ll L2 AT))  LL L 2  A’111 NIL)!

1))

-4* >.;c’.., ,.” I,
‘+ ;.

1 ”

IWECKL (LAMBDA tfvIL)
t CUND

t(EQ tCAK  Cl) ICAR Cc?))  (LIST C l  (CADR 111 (CADR C2)))
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((EC A T  (Ol,OTE J~STANCf)) (CAR VALH
((EQ A T  WUOTE  QUALITY)) tCA!lI? V4LH
((Et3 A T  WUGTfi  PMiCA)) (C4CR  VAL) 1
tIE(3 A T  Wl,OTE PREDPH  (CAUR VALH
(IFr;r A T  WJOTIZ  PBEDLH  (CADDF( VA111
((EO A T  (QLOTE PRfD2)) ICAR VALM
(1 WWlf? ( L I S T  (QUOTE (ME GEHTS GETClf31~  V A L  AT)))

1))

( IStJNLY ( LAMJIBDA  (1)
I CON0

wu.JLL  1) ML)
((EO (CAAK Lb (QUClTf IS)) tCC3NS  KADAR L) (ISONLY (CDR L))))
(T (ISCNLY KDH IHI

H)

t REPLACE iLAM8l)A  tx Y 1)
1 CON0

((NULL  11 NIL)
HEWAL (CAR L) Xl (WNS Y (CIJR L)))
(T Kc)NS (CAR L) (HI--PLACE X  Y  KDK 1))))

I ) 1-

1 RE’~1OVf  (LCF~‘llDA (X L)
( CilND

WMILL  L) Ml)
mxJ x Km 111  Krlt; L))
tl- tCl,NS KAK 1) Wt”WVf X KDR Lt)))

H)

tCLTVI3 (LAP”BOIr W A-l-14)
KilND

((ELI A T R  fQU0TE  Ptdd32)~ ICADK VI)
(T (CAR ‘4) 1

1 ) 1
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Appendix D

Sentences for Original Test Sequence
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( A - B A L L  I S  t30UNCEDl
hw3ALL  IS ROUND)
( P - B A L L  I S  C A U G H T  W I T H  A-GLCVE)
(A43AT  H I T  4-E3ALL)
( P - C L O V E  H A S  F I V E - F  INGERS 1
(b-GLCVE I S  M A D E - O F - L E A T H E R )
( A - H A L L  I S  M A D E - O F - R U B B E R , )
1 &-BOCK 1s O N - T H E - S H E L F )
( T H E - S H E L F  I S  F O U N D  11\ THE-L1 BRARY  8
(Jt-iE-LIt3RARY .IS F O U N D  I N  THE-HCUSEl
(P-SHCE I S  W C P N  G N  A - F O O T  1
I A - S H C E  I S  MAOE-GF-LEATHER)
( P - S H O E  t-AS A - S O L E )
(A-SHCE I - A S  LPCES)
( A - S H O E  I S  A N - A R T I C L E - O F - C L O T H I N G )
(AN-ARTICLE-OF-CLOTHING  IS PUT-ON IN THE-MORNING)
(Pn-~HTICLE-CF-CLOTHIhG IS TAKEN-GFF AT NIGHT)
( A - S U C K  I S  kOKN ilN A-FGCT)
( P+OCK IS MACE-OF-WOOL 1
( A - S O C K  I S  MACE-OF-COTTCN)
( A - S O C K  I S  A N - A R T I C L E - C F - C L O T H I N G )
(Ah-ART  ICLE-CF-CLOThlNG  I S  kASt-EO  I N  SOAP-ANDyWATER)
(A-EiilCK  I S  SOFT)
(A-DALL  IS T H R O W N )
( P - S O C K  t-AS P - H E E L )
( A - S O C K  \ !-AS A-TGE)
(CUFFEE  I S  A - D R I N K )
(CREAIU  I5 P U T  I N  C O F F E E )
4 A - S P C O N  H A S  PN-OVAL-EhDl
( A - S P O O N  H A S  A - H A N D L E  1
o=CCD I S  EPTEN W I T ) :  A - S P O O N )

-
( A - S P C O N  I S  F C U N D  IN A - D R A W E R )
( C E R E A L  I S  F O O D )
l A-SPCGN  I S  S ILVEKWAKE)
( F A T H E R  H A S  A - C A R )
(l-CAR t-06 WEELS)
(P-CAR l-6 P - T O P ) .
( P - C A R  HAS A-HGCD)
(F-CAR  HPS A-TRUNK)
(A-CPR MS A-CGGR)
W-CAR IS BIG)
(A-CAR USED G A S O L I N E  1
(I-CA~ IS R U N  O N  THE-hIGHWAY)
( P - C A R  .t S  P A R K E D  I N  A - G A R A G E )
I A - C U P - A l i D - S A U C E R  I S  B R E A K A B L E )
( A-CUP-A&C-SAUCER hOLC A - C R  I N K  1
( A - C U P - A h D - S A U C E R  HAS A - H A N D L E )
( A - C U F - A N D - S A U C E R  H A S  A - B O W L )
(A-SPCCIN  S T I R  A-CKINK)
( A-BOhL  I S  HOLLCW)
(PdkUCER  I S  F L A T )
(A-HUCY f-PS A-HAND)
lA-HAhD t - A S  F I V E - F I N G E R S )
( A - H A N D  t-AS A-THUMB)
( A-hANC I S  P A R T - O F - T H E - B O D Y  1
( A - H A N D  l-AS A-PALM1
(THE-WKIZT I S  C O N N E C T E D  TG A - H A N D )
(A-HOSE IS A-FLGWER)
(A-FLGhER  H A S  A - S T E M )
(A-FLCWEH  FAS P E T A L S  1
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t/r-GCGVE H A S  FIVE-FINGEt?S)
( A - G L C V E  IS MADE-OF-CGTTUN)
(P-GLCVE  I S  hCRC\i  U N  A-)iANCl
(A-GLCVE  kPRN  A - H A N D )
tb-STtiVE I S  hOi)
WCTMK IS CtXKS  O N  A-$TOVE)
(CINNER I S  WCKED  O N  A - S T O V E )
( P E O P L E  E A T  DINNER)
(b-STCVE I S  FCtJN:c  I N  T#-E-KITCHEN)
t A - S T O V E  H A S  P-BUKNEK 1
(b-STUVE IS MOUGHT I N  A - S T O R E  1
(A-STCVE I S  Sd‘UARt)
(A-STOVE  BURNED A-PEKSGN)
( A-PERSOh HAS A - H A N D  1
t P - H O S E  !-AS TkURNS 1
( THUKNS HURT A-HAND)
( P - B A B Y  I S  S M A L L )
i b-BAfY  kEPH P-CIAPER)
LW3Ai3Y  I S  HUMAN)
(P-BAEJY I S  AL n/E)
i P - S T A R  t - A S  PCIR’TS 1
lb-tiAIL TS LIWX
IP-hAIt iS l-I-IN1
(P-MIL us 2-HEAC)
(d-HidYER H I T  A - N A I L )
~P+AI’~FIE)I  I-IT A - T H I N G )
(A-!XAIL I S  b-THING)
m-NA IL IS S H A R P  1
(P-NA I L  IS idACE-OF-METAL  1
I A - F A P E K - C L I P  iS tiADE-CF-KETAL)
( A - P A P E R - C L I P  I S  T H I N )
fP+APER-CL if H A S  STRANGE-SHAPEL?
( P - P A P E R - C L I P  HOLD-TOGETHER PAPER)
(A-STHaIGtT-PIN I S  SHARP)
(b-STRPI0T-PIN I S  THIN)
(a-STRAIGHT-PIN IS Sb%LL)
t P - S T R A I G H T - ?  I N  I S  N A R R O W )
(A-STHkIGi-T-PIN PRICKS A-PEf?SON)
( A - S A F E T Y - P I N  HCjLil--ON  A - D I A P E R )
( A - S A F E T Y - P  I N I  S  ?-?ADE-Of-METAL  )
(A-SAFETY-FX4  t-46 STRAhGE-EhQl)
( A - S A F E T Y - P I N  H A S  STRANGE-E&02)
(6-HAIVFER I S  k-TOOL  )
(C-i-uF’b%F; H A S  k-HEADZ)
(b-l-dW~?ER H A S  A - H A N D L E )
I P-I-APV4ER  I S  FDUND  I N  A-TOOL-BCX)
(A-HAWEP HtKT A - F I N G E R )
(A-KN / F E  I S  SHARP)
(6-KNIFE t-as t-hZlNr=LE)
t CI-K!\JWE H A S  C - B L A D E )
( A-K/V IF E C U T  FOOD 1
(b-KNIFE S L I C E  BRiiAGl
( P - K N I F E  SPREAi3 BCITTER)
G A - N E E D L E  I S  S H A R P )
i A - K N I F E  I S  /‘JPCE-OF-METAL  1
I[fOCD 1s’ E A T E N  L;iTH A - K N I F E )
( A - K N I F E  I S  F O U N D  I N  A - D R A W E R )
(P-KNIFE IS S I L V E R W A R E )
( SILVERWfRE  I S  MAUE-OF-METAL)
(A-NEECL E  I S  M A D E - O F - M E T A L )
lb-hEEDLE  MAS A N - E Y E ) 48



( A - N E E D L E  H A S  A - P O I N T )
(60LAt’t G I V E  LIGhT)
( A-LAf’fP H A S  A - S H A D E )
[ P - L A M P  tAS A-dASE 1
(A-LA!‘P  tAS A - S W  ITCH)
( A - L A M P  I S  FUKNITURE)
( P - L A M P  iS S I T  O N  A N - E N D T A B L E )
(Ah-ENDTFBLE  I S  F U R N I T U R E 1
( A N - E N D T P B L E  H A S  k - F L A T - S U R F A C E )
t AN-ENCTABLE  tAS L E G S  1
(Ph-ENDTPBLE  I S  P - T A B L E )
(AN-EKDTb3LE  I S  F O U N D  I N  THE-LIVIhG-ROOM)
(Ah-EhCTEBLE  I S  MACE-Cf-WOOC)
( A - B O C K  I S  /“ACE-OF-PAPER)
( A - B O C K  tAS A - C O V E R )
( P - R O C K  t-AS FFGES  1
(A-DOGK IS REbDl
(AdOOK I S  FGUND O N  T H E - S H E L F )
(A-FEhCIC I S  L O N G )
(ALPEhCIl I S  T H I N )
( A - P E N C I L  H A S  A N - E R A S E R )
( P-PEhCI L tAS A - P C I N T  1
( A - P E N C I L  I S  LSED  F O R  kRITIhG1
( A-FLAStL  I G H T  H A S  A - B A T T E R Y  1
(P-EATTEAY  I S  C Y L I N D R I C A L  1 .
( A - B A T T E R Y  H A S  A - K N O B - C N - T O P )
(A-@ATTERY  H A S  E V E R R E A D Y - W R I T T E N - O N - I T )
( P - G I R L  kfAR  P - C R E S S )

- ( A-c;1  R L  )\EAR S H O E S )
f A-G1 tiL l-AS b - D R E S S  1
(A-4 HL I S  A-PERSUN)
( A-PERSOh  H A S  A R M S )
(A-PEPSUA H A S  L E G S )
(A-FERSOh  NEARS C L O T H E S )
( A - G I R L  t-AS LONG-H4IR)
(P-MOTHEF H P S  A - C R E S S )
4 A-MUTHER  bdEkK  A - D R E S S )
4 E - G I R L  E E L O N G - T O  A - M O T H E R )
IP-MOTHER  I S  CL01
t P - M O T H E R  I S  A - P E R S O N )
(A-MOThEF C A R R Y  A - P U R S E )
(d-C_1  GPRETTE I S  LONG) .
( A - C I G A R E T T E  I S  ZYLINDRICAL)  -
( P - C I G A R E T T E  t - A S  A-FILTEKJ
I FATHEK  SMCKE A - C I G A R E T T E )
( A - C H A I R  I S  F U R N I T U R E )
( b-CHP I  R  I S  MADE-OF-WCOD)
( b - C H A I R  H A S  A-SEAT)
( A;CHA I R  H A S  A - B A C K  1
( A - C H A I R  tAS F O U R - L E G S )
( A - S O F A  I S  F U R N I T U R E )
(A-PERSOh I S  S I T  GIN A - S O F A )
( A - S O F A  I S  LARGE)
(A-SUFk  I S  F O U N D  I N  T H E - L I V I N G - R O O M )
(A-Sl.lFA I S  COVEKED  W I T H  C L O T H )
(A-hi  hDOk  H A S  P P N E S  1
(A-hINDok  I S  FOCND I N  A - W A L L )
( P - S T O N E  t3REPk A-krINDOk)
( b-tOUSE tdS A - W  INDOW  1
( A-k1 NDDlk  I S  FRAG 1 L E  ) 49
( E-bi11bCOk H A S  A - F R A M E  1



( P - F R A M E  I S  ?AOE-CF-kCCD1
( A - C L O C K  H A S  A-FkCE)
( A - C L C C K  t-!AS )iANCSZ  1
(A-CLCCK G I V E  TH+TIME)
( T H E - S U N  IS O U T S I D E )
(ThE-SUN I S  t?vIGHT 1
W-E-SUN  G I V E  LIGHT)
(CUTSII;E  I S  S E E N  T H R O U G H  A-kINDOCu1
( T H E - S U N  I S  SJiINE THRCUGH  A - W  INDQW)
(A-BUTTOI\  I  S  RObNI))
f A-i?UTTIlh  I S  F L A T )
(b-f?CTTCJh PAS HOLES)
lA+UTTOh  I S  F O U N D  O N  CLOTHES)
(A-PEhbiY I S  M A D E - O F - M E T A L  1
(b-PE\f\;Y I S  R O U N D )
IA-PEKNY I S  FLAT)
(A-PEI\%Y H A S  A - P I C T U R E - O F - C  INCCLN-ON-IT  1
(k-J/Z? iS MADE-OF-GLASS)
L+-JAR  HCLU JAM)
(A-JAP  HfLC A-TI-WJG)
(A-JAR IS RCUNG)
(I+JCH HiS A-Til)P)
t A-dCX HCLC A-Tr-iiNM
(C-HOX I ,c Mk0E-OF-bd000)
(A-EXX HAS A - T O P )
(A-eC?X tdS P-EOTTOM)
(A-THfNG I S  CAHRIEO I& A-80X)
(A-‘t!rJ 1CK XS kEAVY 1
I6-!-!3,l[~K  iS SG;UAiiE)
(A-F3l< ICK 1s R E D  1
(A-HLCI;;K I S  S(8..MRE)
l A-BLCCK I S PGDE-GF-WCCD)
(.I?\-3LCCY  l-iAS P I C T U R E S - O N - I T )
UHWbilh  IS F L A Y  b41’Tii A-BCCCKl
( P-TRiK H A S  kHEELS)
( P-TRUCK P A S  T I R E S )
O-TRUCK C A R R Y  CIKT)
UXTT-  I S  A-TiilNGl
I,+-TRUCK  C A R R Y  A - T H I N G )
(A-riit:r:K bAS P-MXID 1
I A - T K C C K  r-1AS f-CAtJJ
(A-C;Oh IS A N - A N I M A L )
tb-COh  -ECT GRFSSI
(A-CO&t 12 L I V E - O N  A-FARM).
tbh-bNIfb!kL  kAS L E G S )
(A-CLlh  l-&S A-kCXI\Il
iA-Cclh G I V E  VIILK)
4 A-CUh MS AN-UDDER  1
(P-ZEI5RA I S  Pf+AhlMALl
fP-GIRAFFE  I S  A N - A N I M A L )
( P-tf3RSE I S  AN-ilN  JMAL  1
t b-ZEf3k H A S  S T R I P E )
fcr~ZEEYiA  I S  L I V E  I N  A F R I C A )
O-GIR/;FFE I S  L I V E  1N A F R I C A )
(A-ZEfMA I S  FCUND I N  THE-ZCC)
( A - G I R A F F E  I S  FUUNU  I N  .THE-ZOO)
(A-ZEERA  1s WILC)
(A-MHAFFE  XS W I L D )
( A - G I R A F F E  H A S  A - L O N G - N E C K )
I A - H O R S E  hAS A - M A N E  1
(A-H0RSE  I S  @RGbiN) 50



(A-t-OPSE  C A R R Y  A - P E R S O N )
(A-PERSOh I S  P-THING1
(A-FCIOT t--AS TCES)
t A-FCJCT  I S  PPRT-UF-THE-BOOY  1
4 A-FOCT  kAS A - H E E L )
(A-HOLSE  H A S  A-hINDOWl
( A-I-UUSE  HAS A - H O O F  1
(A-dcllhOCI\  IS P A R T  QF A - H O U S E )
( A - F A M I L Y  I S  L I V E  iN A - H O U S E )
( A - H O L S E  bAS A-COQR)
( P - G L A S S - B O T T L E  H A S  SHAPE41
( P - G L A S S - B O T T L E  I S  M A D E - O F - G L A S S )
(#yGLPSS-BOTTLE  HOLD  A-LIQUII;)
KGCA-COLA  I S  A-LIQUID1
( P - J A R  I S  MAOE-OF-GLASS)
(P-J/3 HCLC A-LIQUIC)
(A-CAR  PAS hHEELS)
( A . - C A R  hCS A-b00D)
U-CAR t-‘hS A-COORI
( A - C A R  H A S  SHAPE51
(A-PERSOh  I S  RiOf I N  A-CAR)
(FATHER  CRIVE  A - C A R )
(A-MA& DFI V E  A - T R U C K )
( F A T H E R  I S  A - M A N )
l P-CdAh  CF IVE P - C A R )
IA-ryAh IS TALL)
( A - M A N  I S  A - P E R S O N )
(A-PAh I S  OLC)
(b+AN HbS biORKCLClTHES1
(A-MAN  HPS A-SUIT)
(A-SCFEWCRIVER I S  FOUhD  I N  A-TOOCBOX)
l A - H A M M E R  I S  F O U N D  I N  A-TCOLBCX)
( A-SCREWCKIVEf{  SCRtZWED  A - S C R E W  1
( A - S C P E W C K I V E R  I-AS A-t’AhDLE 1
(A-SC~EWCRI V E R  I S  A-TOCL)
t A-hAMMER I S  A-TClOL 1
(A-SCPEkCRIVER H A S  A-TkIN-Ef’iO)
(A-MILKBCTTLE  I S  F I L L E D - W I T H - M I L K )
tA+ILKBCTTLE  H G L C  MILK)
bHW$KTTLE  IS K E P T  I N  A - F R E E Z E R )
( M I L K  I S  C O L D )
( E - F R E E Z E R  WLU M I L K )
(A-FREtZtYR  I S  CCLOJ
U’ICK I S  GOOG,
(P-b’1 L K B C T T L E  I S  M A C E - O F - G L A S S  1
(A-MILKRCTTLE  I S  A - T H I N G )
t /i:MAN H P S  hORKCLUThES  1
(P-BOTTLE  I S  K A C E - O F - G L A S S )
(A-UUTTLE  H A S  LIQUIO-Ifi-  T)
(A-HUITLE  I S  E!REAKABLEl
(A-MILKBCTTLk  I S  A - B O T T L E )
4 A - B O T T L E  I S  A-TIiING)



Appendix E

Subject and Model Performance

on Original Test Sequence

1. relate (a-shoe (a-sock a-ball))

choice: a-shoe and a-sock

2.

-

3*

4.

5*

subject: you wear them sometimes

model: a-shoe is worn on a-foot -

relate (a-spoon (a-cup-and-saucer a-car))

choice: a-spoon and a-cup-and-saucer

subject: when you drink, need spoon for sugar

model: a-cup-and-saucer hold a-drink and a-drink is stir by a-spoon

relate (a-hand (a-flower a-glove a-star a-stove))

choice: a-hand and a-glove

subject: it's a-glove you sometimes wear

model: a-glove is worn on a-hand

relate (a-baby (a-safety-pin a-paperclip a-nail a-straight-pin))

choice: a-baby and a-safety-pin

subject: use for the diaper

model: a-safety-pin hold-on a-diaper

relate (a-hammer (a-knife a-straight-pin a-nail a-needle))

choice: a-hammer and a-nail

subject: you nail something on the wall

model: a-nail is hit by a-hammer
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6. relate (a-lamp (an-endtable a-book a-battery a-pencil))

choice: a-lamp and an-endtable

subject: you put the lamp on the endtable

model: an-endtable is something a-lamp is sit-on

7. relate (a-girl (a-cigarette a-chair at-sofa a-mother))

choice: a-girl and a-mother

subject: girls have mothers

model: a-mother is belong-to by a-girl

6. relate (a-wiridow (a-clock a-button the-sun a-penny))

choice: a-window and the-sun

subject: the-sun is outdoors

model: the-sun is shine through a-window

- 9* relate (a-jar (a-book a-block a-brick a-box))

choice: a-jar and a-box

subject: you put things in a-box and you put things in a-jar

model: a-box hold a-thing and a-jar hold a-thing

10. relate (a-truck (a-cow a-giraffe a-horse a-zebra))

choice: a-truck and a-horse

subject: you carry horses in trucks sometimes

model: -a-truck carry a-thim and a-horse carry a-thing
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Appendix F

Subject and Model Performance

on Verification Test Sequence

(Female Subject)

1. relate (a-shoe (a-sock a-ball))

choice: a-shoe and a-sock

subject: put it on your toes then on your foot

model: a-shoe is worn on a-foot and a-sock is worn on a-foot

2 . relate (a-shoe (a-sock a-foot))

choice: a-shoe and a-foot

-
subject: a-shoe makes foot warm

model: a-foot is warm by a-shoe

3. relate (a-hand (a-stove a-glove a-star a-flower))

choice: a-hand and a-glove

subject: glove keeps your hand warm

model: a-glove warm a-hand

4. relate (a-spoon (a-cup a-car))

choice: a-spoon and a-cup

subject: use spoon to stir the cup up

model: a-cup hold a-drink and a-drink is stir by a-spoon

5* relate (a-spoon (a-cup a-knife))

choice: a-spoon and a-knife

subject: they all go in the drawer

model: a-knife is found in a-drawer and,a-spoon is found-in a-drawer
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6. relate (a-hammer (a-screwdriver a-nail (didrPt recognize at fir6t)

a-pin))

choice: a-hasnner and a-screwdriver

subject: they all go in the suitcase

model: a-hanmer is found in a-toolbox and a-screwdriver is found

in a-toolbox

7. relate (a-girl (a-chair a-couch a-mother))

choice: a-girl and a-mother -

subject: she watches the girl

model: a-mother watch a-girl

8. relate (a-window (a-clock a-button the-sun))

- choice:a-window and a-clock

subject: put the clock on there (the window sill)

model:a-window and the-sun because the-sun give light and light

is come through a-window

9. relate (a-window (a-clock a-house the-sun))

choice; a-window and a-house

subject: the window goes on the house

-model: aehouse is something a&window is part of

10, relate (a-milkbottle (a-book Some-blocks a-box))

choice: a-milkbottle and a-box

subject: carry the bottle in the box up the stairs take milk out

and put in the freezer

model: a-box hold a-milkbottle
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11. relate (a-truck (a-horse a-giraffe (didPt recognize) a-zebra a-cow))

choice: a-truck and a-cow

subject: truck,brings cow to the grass

model: a-cow is carry by a-truck
,

12. relate (a-truck (a-horse a-man a-zebra a-cow))

choice: a-truck and a-man

subject: the man drives the truck

model: a-man drive a-tmck
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Appendix @

Subject and Model Performance

on Verification Test Sequence

(Male Subject)

1. relate (a-shoe (a-sock a-ball))

choice: a-shoe and a-sock

subject: there's a sock with the shoe

model: a-sock is cover by a-shoe -

2. relate (a-shoe (a-sock a-foot))

subject choice: both go

reason: sock goes on this (foot) shoe goes on sock

- model choice: a-shoe and a-foot

reason: a-foot is cover by a-shoe

3. relate (a-spoon (a-cup a-car))

choice: (subject) none of them go

choice: (model) sorry - nothing seems to go with a-spoon

4. relate (a-spoon (a-cup a-knife))

choice: a-'spoon  and a-knife

subject: knife you cut with and a spoon you eat with

model: a-spoon is found in a-drawer and a-knife is found in a-drmer

50 relate (a-hand (a-flower a-glove a-star a-stove))

choice: a-hand and a-glove

subject: a-glove goes on the hand

model: a-glove is worn 01~ a-hand



6.

7*

8.

9* relate (a-window (a-house a-button the-sun))

10.

11.

relate (a-hammer (a-screwdriver a-pin a-r&l))

choice: a-hammer and a-nail

subject: a-hammer is used on a-nail

model: a-nail is hit by a-hammer

relate (a-girl (a-chair a-couch a-mother))

chc&ce: a-girl and a-mother

subject: the mother takes care of the girl

model: a-mother watch a-girl

relate (a-wondow  (a-clock a-button the-sun))

choice: a-window and the-sun

subject: see the sun out the window

model: a-window is something the sun is seen through

choice: a-window and a-house

subject: there axe' windows in the house

model: a-window ts part of a-house

relate (a-bottle (a-book a-box some-blocks))

subject choice: none go

modei choice: sorry - nothing seems to go with a-bottle

relate (a-truck (a-cow a-giraffe thought it was a zebra) a-zebra cc-horse))

subject choice: none go

model choice: sorry - nothing seems to go with a-truck
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12. relate (a-truck (a-cow a-man a-zebra a-horse))

choice: a-truck and a-man

subject: the man drives the truck

model: a-man drive a-truck
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