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Project Summary

Today, more and more programming systems are distributed over multiple remote computers. In the project "OSMEGA: Optimal Scheduling of Megaprograms" we will develop a novel and dynamic approach to the automatic optimization of large-scale distributed systems. Traditional optimization has focused on the program modules themselves. Program optimization is well advanced and the current techniques approach the performance of carefully hand coded programs, so that improvements to be gained by even novel approaches are at best on the order of a few percent. By attacking the optimization of the composition of distributed modules we can achieve much higher gains. Since remote computers operate in parallel there are very significant opportunities for optimizing the performance of large-scale systems composed of distributed modules. Optimizations to be pursued in OSMEGA are 1) partitioning of modules into different execution pieces for setup, invocation and result extraction, and thus allowing multiple invocations for the same setup, as well as partial and repeated result extraction, 2) maximizing overlap of module pieces and rearrangement of the execution sequence of modules in order to minimize overall execution time with consideration of additional criteria like fees, 3) enabling optimal direct dataflows between distributed modules.

There has been effective work on optimizing the performance of distributed databases. However, for software modules, the model information required for the optimal scheduling is normally not available. It needs to be acquired dynamically, leading to model-free optimization techniques that do not require any a priori cost-model. 

Optimization of distributed systems has to be automatic. An initially effective schedule in a hand crafted distributed system can easily become ineffective as underlying computing capabilities change. It will even be hard to recognize that a manual schedule has become ineffective since the networks and remote services are unlikely to be controlled by the client of the computational system. Therefore, our approach is to have a high-level, compilable description of the schedule that will allow dynamic and model-free adaptation at run-time to the needs of the problem and the capabilities of the services. 

The OSMEGA project will use the CHAIMS composition environment to investigate, develop, and assess such model-free scheduling. CHAIMS, containing the high-level composition language CLAM and a compiler that generates client software for various distribution systems, provides an ideal setting into which to introduce various compile- and run-time optimization techniques for distributed modules. Remote modules may also be wrapped legacy modules. The CHAIMS protocol CPAM provides the primitives to request performance estimates from a remote module at compile or run-time. 

Our approach to model-free optimization splits the optimization process into two tasks:

· Estimating the performance of the rearrangeable pieces of the computations. In program optimization, these pieces are referred to as basic blocks; here we deal with much larger pieces of remote computations. We delegate the actual estimation to the modules or their wrappers and collect the result.

· Scheduling the arrangement of the pieces and their communication in the order that provides the best performance. The definition of "best" involves speed as well as other costs. This is the task to be carried out by the CHAIMS optimization programs.

We envision feasible and effective executable schedules to be prepared by an initial compiling phase, augmented by tests during execution that allow dynamic adaptation to current conditions. Our approach to optimization blurs the traditional boundaries of compiling and interpreting code. This allows the OSMEGA project to focus on novel ways of optimization that will be important and highly effective in distributed computing. Composition of distributed large-scale modules into larger systems is a growing trend and will be the dominant approach for many application domains in the future.
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